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Goal

We present a method to compute the exact 3D position and 3D orientation of the 

camera within a precomputed 3D map of the scene from a query image. We solve the 

task accurately and efficiently i.e., without requiring extensive storage of visual features

which helps to further address privacy concerns in existing localization techniques.

Scene Landmark Detector (SLD)
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• Leverage mature CNN architecture for heatmap-based keypoint detection, commonly used in many 

detection and pose estimation tasks (face, body pose, hands, object, etc)

• Directly predict landmark bearing vector (3D) 

from the image appearance.

• Can predict bearings for landmarks outside the 

camera’s field-of-view.

Neural Bearing Estimator (NBE)

Results (Indoor-6)

• Images span multiple days and 

times (incl. day/night images)

• Dramatic lighting variation

• Scene changes with time. 
Results (7-scenes)

1. New formulation for heatmap-based landmark localization and bearing angle 

estimation for solving the camera localization problem.

2. New dataset to address challenging scenarios in indoor environments.

3. Superior results compared to existing learned localization methods

Our contribution

Qualitative Results

Indoor-6 dataset

Comparison with related work

Learning-based approaches
• Low storage usage

• Privacy preserving

Test images Train images

Main idea: Scene Landmarks Detection

▪ Designate a few scene landmarks (3D points).

▪ Learn a detector to localize those scene landmarks in a query image.

▪ Estimate camera pose from the 2D-3D scene landmark correspondences.
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• High storage usage

• Not privacy preserving
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Retrieval-based approaches

Landmark Selection

▪ Run structure-from-motion on training images.

▪ Select a subset of salient points (discriminative, 

repeatable, permanent) that maximizes scene 

coverage, 

▪ Selected using an iterative greedy approach. 
Example of training image patches depicting a scene landmark.

Code and data available: https://github.com/microsoft/SceneLandmarkLocalization

We propose a new learned localization approach, where we designate scene-specific salient points as scene landmarks, leverage
mature CNN architectures to detect them, and compute camera pose using a PnP solver from the 2D—3D scene landmark
correspondences. Our method outperforms learned methods (DSAC*, etc.) but not yet as accurate as retrieval-based methods.

Main Insights:

▪ Our method NBE+SLD performs the best amongst learned localization methods.

▪ Hloc (with unlimited storage) outperforms all learned methods; 

▪ but its accuracy decreases as storage budget constraints are imposed.

▪ Hloc+SLD (the combination of both methods) works best; outperforms Hloc!

Storage Usage (MB)

NBE+SLD: uses a ResNet18 backbone,  NBE+SLD(E): uses an Efficient-Net (compact) backbone. 

Ablation study:

Accuracy evaluation:
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