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Abstract

In this paper we present a new real-time image-based localization method for scenes that have been reconstructed offline

using structure from motion. From input video, our method continuously computes six-degree-of-freedom camera pose

estimates by efficiently tracking natural features and matching them to 3D points reconstructed by structure from motion.

Our main contribution lies in efficiently interleaving a fast keypoint tracker that uses inexpensive binary feature descrip-

tors with a new approach for direct 2D-to-3D matching. Our 2D-to-3D matching scheme avoids the need for online

extraction of scale-invariant features. Instead, offline we construct an indexed database containing multiple DAISY

descriptors per 3D point extracted at multiple scales. The key to the efficiency of our method is invoking DAISY descriptor

extraction and matching sparingly during localization, and in distributing this computation over a temporal window of

successive frames. This enables the system to run in real-time and achieve low per-frame latency over long durations. Our

algorithm runs at over 30 Hz on a laptop and at 12 Hz on a low-power computer suitable for onboard computation on a

mobile robot such as a micro-aerial vehicle. We have evaluated our method using ground truth and present results on sev-

eral challenging indoor and outdoor sequences.
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1. Introduction

The problem of computing the position and orientation of a

camera with respect to a geometric representation of the

scene, which is referred to as image-based localization, is

well studied in the computer vision and robotics commu-

nities. It has important applications in autonomous robot

navigation (Royer et al., 2007; Achtelik et al., 2011; Meier

et al., 2012), place recognition (Robertson and Cipolla,

2004; Schindler et al., 2007; Cummins and Newman, 2008;

Milford, 2013) and augmented reality (Klein and Murray,

2007; Dong et al., 2009; Wagner et al., 2010). Broadly

speaking, there are two types of approaches to image-based

localization. The first set of methods addresses the problem

of simultaneous localization and mapping (SLAM), where

the camera is localized within an unknown scene. In con-

trast, approaches in the second category exploit prior

knowledge of a map or 3D scene model that is constructed

offline. Several recent methods fall within the second cate-

gory (Irschara et al., 2009; Li et al., 2010, 2012; Sattler

et al., 2011, 2012; Wendel et al., 2011, 2012), and this

renewed interest has been sparked by progress in structure

from motion (SfM) (Snavely et al., 2008; Jeong et al.,

2012), which nowadays makes it possible to easily recon-

struct large scenes in great detail.

Despite the fact that some of the recent approaches are

scalable, real-time image-based localization in large envir-

onments remains a challenging problem. As the scene

becomes larger, recognizing unique identifiable landmarks

becomes much more challenging. Irschara et al. (2009), Li

et al. (2010) and Sattler et al. (2011) overcame this diffi-

culty by using scale-invariant DoG keypoint features

described with scale-invariant feature transform (SIFT)

descriptors (Lowe, 2004). However, these features are too

expensive to extract in real-time. On the other hand, several

real-time visual SLAM (Klein and Murray, 2007; Castle

et al., 2011; Castle and Murray, 2011; Davison et al., 2007;
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Williams et al., 2007) systems have been proposed.

However, their performance degrades in larger scenes,

where map maintenance becomes progressively expensive.

These techniques are also less robust to fast and sudden

camera motion, which makes them less attractive for situa-

tions where a precise camera pose is required persistently

over long durations.

The topic of image-based localization has recently

gained importance for autonomous aerial navigation, espe-

cially for GPS-denied areas (Achtelik et al., 2011; Weiss

et al., 2011). It is particularly attractive for micro-aerial

vehicles (MAV), such as quadrotors which are equipped

with a camera and an onboard computer (Lim et al., 2012a;

Meier et al., 2012). However, previous approaches

(Irschara et al., 2009; Li et al., 2010; Sattler et al., 2011;

Wendel et al., 2011; Li et al., 2012; Sattler et al., 2012;

Wendel et al., 2012) are not fast enough for autonomous

navigation on such platforms.

In this paper, we propose a new approach for continu-

ously localizing a camera within a large environments,

which have already been reconstructed using SfM. Our

algorithm is real-time and runs over long periods with no

fluctuation in the frame-rate. At its core lies a fast 2D key-

point tracker. Keypoints (Harris corners) from one frame

are tracked in the following frame by matching them to

candidate keypoints within a local search neighborhood (Ta

et al., 2009) in the next frame. Binary feature descriptors

(BRIEF) that are inexpensive to compute (Calonder et al.,

2010) are then used to find the best frame-to-frame match.

This fast tracker is interleaved with a new, efficient

approach to find corresponding 3D points in the SfM

reconstruction to the tracked 2D keypoints. These 2D–3D

correspondences are then used to robustly estimate the

camera pose in each frame. For recovering feature corre-

spondences, we use DAISY feature descriptors (Tola et al.,

2008; Winder et al., 2009) that are more accurate than bin-

ary descriptors but somewhat expensive to compute, and a

kd-tree index built on these descriptors. This approach is

related to recent work on direct 2D-to-3D matching (Sattler

et al., 2011). However, in contrast to their work which

focuses on localizing single images, we address the prob-

lem of continuous localization from a video stream over

long durations and propose ideas to exploit spatio-temporal

coherence.

We are able to achieve real-time performance without

extracting scale-invariant keypoints at runtime. This is a

key distinction from prior approaches (Dong et al., 2009;

Irschara et al., 2009; Li et al., 2010; Sattler et al., 2011),

which rely on the scale-invariance of SIFT features (Lowe,

2004). However, matching features across different scales

is important for reliable 2D-to-3D matching. We address

this requirement by computing redundant descriptors off-

line. For each 3D point in the map, we extract descriptors

at multiple scales from multiple images and store indices

with the descriptors to indicate the cameras in the map they

were extracted from. This enables us to efficiently perform

place recognition, where we prune false 2D–3D matches

prior to running geometric verification during pose estima-

tion. Other approaches typically achieve this using a voca-

bulary tree (Nister and Stewenius, 2006). Similar images

are first retrieved (Dong et al., 2009; Irschara et al., 2009),

after which 2D–3D matches are recovered indirectly from

Fig. 1. Real-time localization of a quadrotor MAV in flight. (a) An input frame shown overlaid with tracked 2D points (in blue) and

tracked 3D points in the map (in red). (b) The estimated flight path of the camera on the MAV. (c) The synthesized point cloud: view

rendered using the estimated pose. Matched 3D points are shown (in red).
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pairwise feature matches. However, this has an overhead of

quantizing descriptors and matching image pairs which we

avoid in our approach.

Our feature matcher can also be used for localizing a

single image from scratch. This is vital for localizing the

camera in the first frame and for efficient relocalization,

when the camera is lost. However, at other times when key-

point tracking is successful, we adopt a much more effi-

cient guided matching approach for 2D-to-3D matching,

related to strategies used in SLAM (Davison et al., 2007;

Klein and Murray, 2007) and active matching (Handa

et al., 2010). Unlike traditional robust feature matching

(Lowe, 2004; Skrypnyk and Lowe, 2004), where ambigu-

ous matches are usually pruned using a ratio test (Lowe,

2004; Irschara et al., 2009; Sattler et al., 2011), we recover

multiple (one-to-many) 2D–3D match hypotheses for each

tracked keypoint, and prune outliers later, during robust

pose estimation. We also propose modifications to guided

matching to distribute the computation over temporal win-

dows of successive frames. By avoiding to compute many

descriptors and kd-tree queries all at once, large fluctua-

tions in the per-frame processing time are avoided. Lower

per-frame latency allows keypoints with known 3D point

correspondences to be tracked longer. Higher efficiency in

tracking thus amortizes the cost of the relatively more

expensive feature matching task, by requiring the matcher

to be invoked less frequently during localization.

The paper is organized as follows. We discuss related

work in Section 2 and introduce the key elements of our

technique in Section 3. The offline and online stages of our

method are described in Sections 4 and 5, respectively.

Experimental evaluation is presented in Section 6, followed

by concluding remarks.

This paper is an extended version of our previous work

(Lim et al., 2012b) and contains an extensive set of new

experiments that involve ground truth validation obtained

using a Vicon motion capture system. These new results

include:

� a quantitative evaluation of our method’s accuracy on

six new flight sequences captured from a quadrotor

MAV;
� accuracy comparisons between our method and a mod-

ern SfM pipeline, the best known visual localization

technique (but non real-time);
� rigorous evaluation of our method’s robustness to vari-

ous degrees of change in the scene geometry;
� extension of our framework for semantic localization

tasks.

2. Related work

A number of existing works in image-based localization

have adopted an image-based retrieval approach to the

problem, and used it for urban scene navigation (Robertson

and Cipolla, 2004) and city-scale location recognition

(Schindler et al., 2007). However, these approaches often

recover a coarse location estimate or may not even compute

a complete six-degree-of-freedom (6-DoF) pose. Existing

work on markerless augmented reality (Koch et al., 2005;

Comport et al., 2006) addresses real-time 3D camera track-

ing but typically only with respect to specific objects, and

that often requires a CAD model of the object.

Approaches for 3D camera tracking using visual land-

mark recognition (Skrypnyk and Lowe, 2004) based on

SIFT features (Lowe, 2004) was proposed for global locali-

zation and used for robot navigation (Se et al., 2005).

However, the need for repeated pairwise image matching in

these approaches makes them too slow for real-time sys-

tems. Efficient keypoint recognition with randomized trees

(Lepetit and Fua, 2006) and random ferns (Ozuysal et al.,

2010) have enabled real-time camera tracking, but their sig-

nificant memory requirements have limited their use

beyond relatively small scenes.

SIFT features (Lowe, 2004) are also used in recent work

(Irschara et al., 2009; Li et al., 2010; Sattler et al., 2011)

on location recognition, where SfM is used to estimate 3D

coordinates for the landmarks. The approaches scale well

and some variants use the GPU (Irschara et al., 2009).

However, these methods address the single-image localiza-

tion problem, and are not fast enough for real-time locali-

zation from video.

Recently, a method for continuous localization was pro-

posed for scenes reconstructed using SfM (Dong et al.,

2009). It uses keyframe recognition repeatedly on video

frames to indirectly recover 2D–3D matches. SIFT feature

extraction is also the bottleneck in their method, which runs

at 6 fps on a single thread and at 20 fps using parallel

threads on four cores. Although our approach is related, it

differs in the following ways: we explicitly track keypoints

using binary descriptors (Calonder et al., 2010), to amortize

the cost of feature matching over time, which is performed

only as needed. Instead of keyframe-based matching, we

use 2D-to-3D matching interleaved with tracking. This

enables our system to exploit spatio-temporal coherence

and reduce latency.

Real-time localization approaches for augmented reality

on mobile devices have also been recently proposed (Arth

et al., 2009; Wagner et al., 2010). However, these

approaches derive their speedup from tracking relatively

fewer features, making them less suitable for continuous 6-

DoF localization in larger scenes or over longer durations.

An efficient approach for tracking scale-invariant features

in video was proposed by Ta et al. (2009), but it was used

for object recognition, not real-time localization.

Visual SLAM systems have recently been used for real-

time augmented reality (Davison et al., 2007; Castle and

Murray, 2011), by utilizing parallel threads for tracking and

mapping (PTAM) (Klein and Murray, 2007), using multiple

local maps (Castle et al., 2011) and performing fast reloca-

lization using random ferns (Williams et al., 2007).

However, these approaches are susceptible to the problem

of drift and error accumulation in the pose estimate, and
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existing solutions for fast relocalization do not scale to

larger scenes. PTAM (Klein and Murray, 2007) was

recently used onboard a MAV for vision-based position

control, i.e. hovering at a pre-specified location (Achtelik

et al., 2011), and autonomous navigation was demonstrated

for scenes with salient visual features (Blosch et al., 2010;

Meier et al., 2012). However, these approaches focus more

on the challenges of autonomous flight control, and so far

have demonstrated vision-based localization either in small

areas or within controlled scenes.

RGB-D camera-based visual SLAM has been proposed

recently (Huang et al., 2011; Endres et al., 2012; Henry

et al., 2012). Using depth from sensors such as Kinect,

these approaches enable accurate mapping of indoor

scenes. However, accurate localization in large scenes and

outdoors with map built by SLAM, is not fully addressed.

3. Key elements of the proposed approach

We now discuss our scene representation and the building

blocks of the new 2D-to-3D matching approach. The off-

line and online stages of our algorithm are described in

Sections 3.6 and 4, respectively. Real-time localization

requires efficient 2D-to-3D matching in two specific sce-

narios. First, for initializing localization or relocalization,

the camera pose must be efficiently computed from a sin-

gle image from scratch (Dong et al., 2009; Irschara et al.,

2009; Li et al., 2010; Sattler et al., 2011). We call this glo-

bal matching, which is challenging to achieve in real-time

because the complete map must be searched. However, for

intermediate video frames, a pose estimate computed from

tracked 3D points in the previous frame is used to acceler-

ate the search for 2D-to-3D matches in the current frame;

we call this guided matching.

3.1. Scene representation

Our representation consists of a 3D scene reconstruction in

a global coordinate system, which is computed using incre-

mental SfM (Snavely et al., 2008) and bundle adjustment

(Jeong et al., 2012) on an input sequence. This consists of

the calibrated images, a 3D point cloud and a set of 2D–3D

matches that encode the viewpoints a particular 3D point

was triangulated from, during SfM. The calibrated images

are used to build a database of feature descriptors for the

3D points, and a kd-tree index is constructed for the

descriptors to support efficient approximate nearest neigh-

bor (ANN) queries during feature matching. We extract

keypoints using the Harris corner detector at multiple scales

and compute DAISY descriptors (Tola et al., 2008), in par-

ticular T2-8a-2r6s descriptors (Winder et al., 2009) for each

keypoint. Using principal component analysis (PCA) the

descriptor dimension is reduced to 32. Descriptors in the

database are labeled with their image indices, and the map-

ping between descriptors and corresponding 3D points is

saved in a lookup table. This makes retrieving 3D points

corresponding to the descriptors in the database very

efficient. We further optimize the point retrieval by group-

ing cameras into overlapping clusters and use them for

place recognition, as described later in Section 3.3.

3.2. Multi-scale features

To avoid extracting scale invariant keypoints (e.g. DoG

(Lowe, 2004)) during online localization, offline we store

in a database multiple descriptors for each 3D point corre-

sponding to keypoints detected at multiple scales. First,

multi-scale Gaussian image pyramids are computed and

Harris corners are extracted in all levels of the pyramid.

Orientation of each keypoint is computed by finding a peak

in the gradient orientation histogram (Lowe, 2004), and a

rotation invariant T2-8a-2r6s-32d DAISY descriptor

(Winder et al., 2009) is computed from a resampled patch.

The 3D points in the map are then projected into the

images they were triangulated from, during SfM. For each

keypoint in a particular pyramid level of an image, the clo-

sest point amongst all 2D projections of the 3D points cor-

responding to that image is computed. If the closest point

is within a threshold of t pixels1 (we set t = 2 pixels), that

keypoint and its descriptor are assigned to the correspond-

ing 3D point. This computation is repeated for each image

pyramid to generate all the descriptors for every 3D point

in the map.

Having multiple descriptors, as described above, has an

associated overhead in storage. However, the redundancy in

this representation allows keypoints extracted at a fixed

scale during online localization to be matched to a set of

descriptors in the database, as long as one of the descriptors

in this set was extracted at a similar scale. Using multiple

descriptors per 3D point is advantageous for ANN queries

during feature matching for reasons pointed out by Boiman

et al. (2008), where using multiple descriptors boosted the

accuracy of a simple nearest neighbor classifier for image

classification.

3.3. Place recognition

In large scenes, accurate global matching is often more dif-

ficult due to greater ambiguity in matching feature descrip-

tors. A query descriptor in an image could match

descriptors for several different 3D points, which have sim-

ilar appearance. To address this, we perform coarse loca-

tion recognition to filter as many incorrect 2D–3D matches

as possible before running any geometric verification. As a

result, fewer RANSAC (Fischler and Bolles, 1981) hypoth-

eses are required during robust pose estimation, making

that step computationally efficient.

For place recognition, we cluster nearby cameras during

the offline stage into location classes, which are identified

by solving an overlapping view clustering problem

(Furukawa et al., 2010), where cameras with many SfM

points in common are grouped into the same cluster (see

Figure 2). We use an approach similar to that proposed by

Furukawa et al. (2010), for clustering Internet image

Lim et al. 479



collections, which alternates between finding a disjoint par-

tition of the cameras by analyzing the match graph from

SfM, and growing the clusters locally by including cameras

from neighboring clusters to improve the coverage of 3D

points (Furukawa et al., 2010; Li et al., 2010). When loca-

lizing an image, the most likely location class is selected

using a simple voting scheme over the set of matching

descriptors returned by the ANN query on the image

descriptors. Matched descriptors that correspond to 3D

points that do not belong to the selected location are

removed. This approach is non-parametric in contrast to

some approaches that cluster features in pose space (Lowe,

2004), to achieve a similar goal. The global and guided

matching methods are next described in more detail.

3.4. Global matching

Given 2D keypoints in an image and their corresponding

DAISY descriptors denoted as Q = {qi}, we seek to retrieve

a set of 3D point correspondences for them. For each

descriptor qi, we perform a k-ANN query based on priority

search using a kd-tree (Arya and Mount, 1993; Lowe, 2004)

which retrieves nearest neighbors Di = {dij} sorted in increas-

ing order of distance {sij}, j = 0.k, from qi. For each neigh-

bor dij, where sij \ ssi0, the corresponding 3D point Xij is

retrieved, and every cluster that Xij belongs to, receives a vote

equal to its strength2si0/sij. We find the highest score ~s amongst

the clusters, and select the clusters that have a score of at least

b~s. The set of images in the selected clusters is denoted as S.

We set parameters k = 50, s = 2.0 and b = 0.8.

The set of retrieved descriptors Di is filtered by retaining

descriptors corresponding to the selected database images

in S. Next, for each query qi, we compute a set of retrieved

3D points, where a matching strength for each 3D point is

obtained by summing the strengths of its corresponding

descriptors dij, which were computed earlier. Finally, two

sets of matches are constructed. The first set contains the

best 3D point match for each keypoint, where the best two

matches based on matching strength, passed a ratio test with

a threshold of 0.75 (Lowe, 2004). The ratio is expressed by

r = d1/d2 where d1 and d2 denote the Euclidean distance

between the query descriptor and the best and the second

best matching descriptors respectively. The second set con-

tains one-to-many 3D point matches; for each keypoint all

of the matches with ratios greater than 0.75 are included.

The two sets of matches are used for pose estimation. The

first set is used for generating RANSAC hypotheses

whereas the second set is used in the verification step.

3.5. Guided matching

During guided matching, other than the usual set of key-

points and query descriptors, we are also given an addi-

tional set of keypoints with known 3D point

correspondences. This knowledge will be exploited to effi-

ciently retrieve 2D–3D matches for the query set. Unlike

global matching, where a voting scheme was used to nar-

row down the search to a few images, here, the scope is

computed by inspecting the known 2D–3D correspon-

dences. Concretely, we count the number of 3D points

(from the known matches) visible in each image and then

select the top 30 database images where some 3D points

were visible. The k -ANN search for the query descriptors

is now constrained to retrieve descriptors that belong to

one of the selected images.

Although this check could have been enforced after the

nearest neighbor search step, significant speedup is

obtained by avoiding unnecessary distance computations

during the backtracking stage of the kd-tree search. Thus,

by checking the descriptor’s image label, those that are out-

of-scope can be rejected early. We take the descriptors

returned by the nearest neighbor query and obtain 3D point

Fig. 2. (a) Four out of 2835 input frames sampled from a 30 Hz video sequence used to construct the map for the Vicon-Lab scene.

(b) The SfM reconstruction and camera trajectory is shown (2835 cameras and 96,833 3D points). (c) The reconstructed cameras were

grouped into 364 clusters that are shown in different colors in this visualization.
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matches from them using the steps described in Section

3.4. The final matches are obtained after geometric verifi-

cation is performed on the set of one-to-many 2D–3D

match candidates using the camera pose estimate computed

from the known matches.

3.6. Offline preprocessing

The offline steps of our algorithm are now summarized.

- The input images are processed using SfM as shown in

Figure 2(a) and (b).

- The cameras are grouped into overlapping clusters as

shown in Figure 2(c).

- 2D keypoints are extracted from Gaussian image pyra-

mids and multiple DAISY descriptors are computed. In

our implementation, we use pyramids with two octaves

and four sub-octaves.

- A kd-tree is built for all the descriptors with image labels,

and appropriate lookup tables are constructed.

During online localization, we currently assume that the

feature database, the kd-tree index and the map is small

enough to fit into main memory. However, for larger

scenes, an out-of-core approach would be required. In such

a case, it is possible to partition the map into multiple,

overlapping sub-maps, such that each sub-map has its own

descriptor database and kd-tree index. Online localization

would then require only a small number of relevant sub-

maps to be stored in memory at any time.

4. Real-time localization

In this section, we first describe our approach for 2D key-

point tracking in a video stream. We then discuss how

guided matching is interleaved with keypoint tracking and

finally describe pose estimation and filtering. Algorithm 1

summarizes the online algorithm for localizing frame f,

given the map M, and a track table T, which is updated

every frame. The table T stores the features tracks, feature

descriptors, multiple 3D point match hypotheses and other

attributes.

4.1. Keypoint tracking

To track 2D keypoints in video, we extract Harris corners in

every frame. Next, for a m × m square patch around each

keypoint, a 256-bit BRIEF descriptor (Calonder et al.,

2010) is computed. The keypoints tracked in the prior

frame are compared to all of the keypoint candidates in the

current frame, within a r × r search window around their

respective positions in the prior frame. BRIEF descriptors

are compared using Hamming distance,3 and the best candi-

date is accepted as a match, when the ratio between the dis-

tances to the best and second-best match is less than c. In

our implementation, we set parameters as follows: m = 32,

r = 48 and c = 0.8. In Algorithm 1, TRACK-2D performs

keypoint tracking. When the feature count drops below k1

(= 25), new candidates are inserted to the track table using

(ADD-GOOD-FEATURES) in regions of the image where 3D

points are not being tracked in the current frame.

BRIEF descriptors lack rotational and scale invariance,

but can be computed very fast. Using BRIEF, our method

can track many more features than the Kanade–Lucas–

Tomasi feature tracker (KLT) (Tomasi and Kanade, 1991),

for a given computational budget. Keypoint extraction is

the main bottleneck in our tracker. We have tried using

FAST corners, but found Harris corners to be more repeata-

ble. We do not prune the detected Harris corners using a

non maximal suppression step, but instead, select all key-

point candidates that have a cornerness value greater than

an adaptive threshold. The contrast-sensitive threshold is

set to g~r where ~r is the maximum cornerness of keypoint

candidates in the previous frame and g = 0.001. We do not

perform any geometric verification during keypoint track-

ing, but let the subsequent random sample consensus

(RANSAC)-based pose estimation step deal with outliers.

4.2. Distributing matching computation

When new keypoints are added by calling the function

ADD-GOOD-FEATURES, computing their DAISY descriptors

and querying the kd-tree immediately will increase the

computational overhead in those frames. However, these

matches are not needed right away. Therefore, we distribute

this computation over several successive frames, perform-

ing guided matching only on a small configurable batch of

keypoints at a time (usually 100–150), until all pending

keypoints have been processed (i.e. MATCHES-PENDING

returns false). Our lazy evaluation strategy also reduces the

Algorithm 1. P LOCALIZE-FRAME (f, T, M).

KALMAN-FILTER-PREDICT ()
P ˘
K EXTRACT-KEYPOINTS (f)
h TRACK-2D (f, K, T)
if h \ k1 then

ADD-GOOD-FEATURES (f, K, T)
end if
C1 FETCH-2D-3D-MATCHES-FROM-TABLE (T)
if jC1j . k2 then

P ESTIMATE-POSE (C1)
if MATCHES-PENDING (T) then

GUIDED-MATCHING (f, T, P, M)
end if

else
GLOBAL-MATCHING (f, T, M)

end if
C2 FETCH-2D-3D-MATCHES-FROM-TABLE (T)
if jC2j . k2^C16¼C2 then

P ESTIMATE-POSE (C2)
end if
KALMAN-FILTER-UPDATE (P)
return P
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overall number of descriptors and queries computed. This

is because the keypoint tracker often loses track of many

features in the frame after new keypoints are inserted into

the track table. Thus, by introducing a delay into feature

descriptor extraction and matching tasks, we avoid redun-

dant computation on several keypoints that have a short

life-cycle at the 2D tracking stage. Once a 3D point match

is found, it is saved in the track table and used as long as

the keypoint is accurately tracked. When fewer than k2 (=

10) 2D–3D matches are available to the tracker, it reloca-

lizes by calling GLOBAL-MATCHING.

4.3. Pose estimation and filtering

We now describe how the 6-DoF camera pose is robustly

computed from the given 2D-to-3D matches. A standard

RANSAC procedure is employed, based on hypotheses

generated using the three-point pose estimation (Fischler

and Bolles, 1981) method. The best estimate is retained

along with the set of inliers, after which the pose para-

meters are refined using nonlinear least-squares optimiza-

tion. A minimum inlier count threshold of 15 inliers is

used to reject incorrect or uncertain pose estimates. Note

that, in frames where only keypoint tracking is performed,

a smaller number of RANSAC hypotheses is sufficient,

since outliers can only be introduced during keypoint track-

ing and the percentage of outliers is typically quite small

since the ratio test (involving BRIEF descriptors) directly

eliminates most erroneous 2D–2D matches in consecutive

frames.

In our system, discrete linear Kalman filters (Kalman,

1960) are employed to estimate a smooth camera trajectory

based on 6-DoF pose estimates computed as described

above. Similar to Meier et al. (2012), we use two discrete

filters that have position and velocity, and orientation and

angular velocity respectively as states. These two filters

take position and orientation of the camera respectively as

inputs while assuming a constant velocity and constant

angular velocity model. We assume zero acceleration

between successive frames of video (Davison et al., 2007).

The estimated velocity and angular velocity can be used to

predict the camera pose in future frames. Decoupling the

translational and rotational dynamics is a reasonable choice

due to the design of quadrotor MAVs as discussed by Meier

et al. (2012). The simplified approach worked well in our

evaluations, but for handling general motion involving

hand-held cameras in arbitrary configurations, the method

proposed by Davison et al. (2007) is more appropriate.

5. Application: Semantic localization

Semantic localization usually refers to the task where the

robot must report its location semantically with respect to

objects or regions in the scene rather than reporting 6-DoF

pose or position coordinates. In prior work on semantic

localization using contextual maps (Yi et al., 2009), only

coarse location estimates could be recovered with respect

to scene landmarks. Recently, visual SLAM (Klein and

Murray, 2007) has been extended towards recognizing key-

frames in real-time (Castle and Murray, 2011).

Recognizing object categories in real-time is nowadays fea-

sible with RGB-D sensors (Salas-Moreno et al., 2013),

when the number of categories is small.

We now describe how semantic localization can be per-

formed with simple extensions to our proposed technique.

During offline mapping, an additional interactive stage is

now required to annotate 3D points in the map with seman-

tic labels. Labeling 3D points directly can be difficult since

SfM point clouds can be difficult to interpret at high levels

of detail. Therefore, we use an image-based interface simi-

lar to that proposed by Snavely et al. (2008) for annotating

photo collections. In our system, the user browses the

images that were used to reconstruct the map. The 3D

points triangulated from a specific viewpoint are repro-

jected into that image. The user draws a bounding box on

this image around the object of interest and labels it. The

triangulated 2D keypoints within the bounding box are

then selected and the label is transferred to the 3D points

associated with these 2D keypoints.

During online localization, semantic information can be

efficiently retrieved by recognizing labeled 3D points in the

map using our technique. For each 3D point that is being

successfully tracked, the corresponding labels are retrieved

and the set of object instances are ranked in decreasing

order based on the overall number of votes they receive. A

threshold on the minimum number of votes is used to trig-

ger detections in real-time. Apart from recognizing object

instances in this fashion, the camera pose estimated by our

method can also enable indirect semantic reasoning about

the scene. For instance, the relative position of objects in

the scene to the camera or distance to objects that are not

yet visible can also be predicted.

6. Experimental results

We have evaluated our system in five different environ-

ments using 16 evaluation sequences. Relevant details

about these datasets are summarized in Table 1. The image

sequences and ground truth data is being made available

publicly through the project website.4 In this section, we

first describe the experimental setup used for evaluation.

The experimental results are then presented in three sec-

tions. A description of the multimedia extensions showing

videos of our real-time system in action can be found in

the Appendix.

First, we analyzed the absolute accuracy of our real-time

localization method in the Vicon-Lab indoor scene, where

we have acquired image sequences with accurate ground

truth pose data. In two out of the six Vicon-Lab sequences

used for evaluation, scene objects were intentionally

removed to test the robustness of our method to changes in

the scene. In this set of experiments, we also compared our

method with the offline SfM system, which we consider
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here as the state-of-the-art image-based localization method

that is not real-time.

In the second set of experiments, we tested the perfor-

mance of our system on eight sequences captured in larger

indoor scenes, LAB and HALL, focusing on computational

efficiency and robustness for large scenes and long

sequences. Here, we also demonstrate the effectiveness of

our approach for the application of semantic localization.

Finally, we present results on the OUTDOORS1 and

OUTDOORS2 sequences made publicly available by Dong

et al. (2009), where we show that outdoor scenes are also

well handled by our system which is similar to offline SfM

in terms of accuracy but is computationally much more

efficient.

6.1. Experimental setup

We first describe the data acquisition phase for the Vicon-

Lab experiments. A Point Grey Firefly MV camera with a

Computar T2616FICS lens was used to capture images at

640 × 480 pixel resolution at 30 Hz. The horizontal and

vertical field of view of the lens is 99.6� and 75.4�, respec-

tively. The camera was mounted front-facing on a quadrotor

MAV, equipped with an off-the-shelf inertial measurement

unit (PX4-IMU) and a small computer board (Compulab,

2011). Using our custom acquisition software, we ensured

that all captured images were temporally synchronized with

the inertial measurement unit (IMU) data. A Vicon motion

capture system was used to track external markers on the

camera at 100 Hz. Figure 4 shows a rough schematic dia-

gram of the hardware components that were involved.

In all, seven Vicon-Lab sequences were captured with

complete ground truth (see Table 2 for details). The first

sequence was captured from the hand-carried MAV and

was used to construct the map needed by our method.

Subsequently, six sequences were captured in succession

with the MAV in flight. While acquiring the first three

sequences, denoted as EVAL-a, b and c in Table 2, the

scene did not change much. However, in the three subse-

quent sequences, EVAL-SC-a, b and c, objects were inten-

tionally removed to test the robustness of our method to

changes in scene geometry. A few example frames are

shown in Figure 3.

The eight evaluation sequences from the LAB and HALL

scenes were also captured at 640 × 480 resolution using a

Point Grey Firefly MV camera. Six of these were captured

from a hand-carried camera and remaining two of these

were captured using a quadrotor MAV in flight. The two

outdoor sequences from Dong et al. (2009) were also cap-

tured with hand-held, consumer cameras. Table 3 provides

the relevant details.

6.2. Experiments on Vicon-Lab

In order to perform ground truth evaluation, we first align

our map to ground truth coordinate system by registering

the camera poses in the map to the ground truth positions

using the method of Horn (1987). This transformation is

Fig. 3. A cluttered table in the Vicon-Lab scene, seen in input frames from four evaluation sequences. Objects on the cluttered table

were progressively removed as sequences EVAL-SC-a and EVAL-SC-b were acquired and only the monitor, keyboard and a couple of

boxes remain when the sequence EVAL-SC-c was captured.

Table 1. Datasets. The physical scene size, the number of evaluation sequences, the number of cameras and 3D points reconstructed

in the map, the number of indexed DAISY descriptors, the number of clusters and the in-memory footprint for each dataset are listed.

The OUTDOOR1 and OUTDOOR2 sequences were made publicly available by Dong et al. (2009).

Map Scene size (m) Number of
evaluation sets

Number
of cameras

Number
of 3D points

Number
of descriptors

Number
of clusters

Memory
usage (MB)

VICON-LAB 7 × 4 6 2835 96,833 1,817,114 364 168
LAB 8 × 5 4 2111 76,560 1,019,253 450 124
HALL 30 × 12 4 2749 88,248 1,377,785 253 111
OUTDOOR1 36 × 24 1 1448 120,313 1,241,045 188 117
OUTDOOR2 26 × 20 1 1011 26,484 1,282,227 126 107
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applied to each evaluation sequence to compute position

and orientation errors with respect to the ground truth.

Here, errors are only computed on frames that were

successfully localized by our method (Floc in Table 2). In

our evaluation, pose estimate is considered to be successful

when the inlier count during 6-DoF pose estimation

Vicon Server

3D position

Onboard
Computer

Onboard IMU

3D orientationGreyscale
image

Vicon
Motion capture

Pointgrey
camera

Quadrotor aerial robot

Storage (SSD)

USB 2.0

UART

(a) (b)

Fig. 4. Schematic diagram showing hardware components in our acquisition setup and an image of the Vicon-Lab scene: (a) dataset

acquisition system; (b) example environment configuration.

Table 3. Localization statistics. For each of the evaluation sequences in the LAB and HALL scenes and for the outdoor sequences,

columns 3–6 list the number of frames (F), the number of frames successfully localized (Floc), the percentage of frames successfully

localized (Ploc) and the per-frame running timing (Tloc) (mean 6 SD) of our method. Columns 7–10 report the number of frames in

which feature matching computation was performed (Fmatch), the corresponding percentage (Pmatch) and the per-frame timing (Tmatch)

for those selected frames.

Map Sequence name Number of frames (F) Floc Ploc Tloc (ms) Fmatch Pmatch Tmatch (ms)

LAB WALK1 237 237 100% 19 6 4 10 4% 27 6 11
LAB WALK2 3793 3790 99.9% 18 6 3 210 6% 23 6 6
LAB FLIGHT1 1000 1000 100% 17 6 2 34 3% 22 6 5
LAB FLIGHT2 1210 1204 99.5% 17 6 3 47 4% 23 6 7
HALL WALK1 475 475 100% 17 6 3 27 6% 20 6 7
HALL WALK2 713 712 100% 17 6 2 30 4% 20 6 4
HALL WALK3 540 540 100% 16 6 1 33 6% 18 6 3
HALL WALK4 201 201 100% 16 6 8 4 2% 24 6 7
OUTDOOR1 1033 1033 100% 21 6 4 169 16% 25 6 6
OUTDOOR2 605 603 100% 27 6 10 115 19% 40 6 15

Table 2. Ground truth evaluation (Vicon-Lab). For each of the six evaluation sequences, columns 2–5 list the number of frames (F),

the number of frames successfully localized (Floc), the percentage of frames successfully localized (Ploc) and the per-frame running

timing (Tloc) (mean 6 SD) of our method. Columns 6–8 report the number of frames in which feature matching computation was

performed (Fmatch), the corresponding percentage (Pmatch) and the per-frame timing (Tmatch) for those selected frames. Finally, the

position and orientation error (mean 6 SD) computed using ground truth data is reported in the two rightmost columns. Refer to

Section 6.2 for the details.

Sequence Number of
frames (F)

Floc Ploc Tloc (ms) Fmatch Pmatch Tmatch (ms) Position
error (cm)

Rotation
error (degrees)

EVAL-a 608 579 95% 25 6 7 108 18% 35 6 10 10.8 6 4.7 1.6 6 0.7
EVAL-b 3532 3154 89% 26 6 6 716 41% 34 6 6 5.6 6 6.2 2.7 6 1.3
EVAL-c 1989 1868 94% 25 6 7 445 22% 35 6 9 9.4 6 2.9 1.7 6 0.8
EVAL-SC-a 2787 2425 87% 24 6 5 713 29% 30 6 8 7.6 6 5.7 4.0 6 3.9
EVAL-SC-b 1940 1649 85% 24 6 7 472 24% 33 6 8 7.6 6 3.3 1.7 6 1.0
EVAL-SC-c 1661 1143 69% 23 6 4 623 38% 27 6 5 9.4 6 6.7 1.7 6 0.7
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exceeds the minimum inlier threshold which is set to 15

in all our experiments. We also processed each evalua-

tion sequence independently with our offline SfM pipe-

line and aligned the estimated camera poses in these

SfM reconstructions to ground truth camera poses.

Figure 5 shows 3D visualizations of the flight paths

recovered for the six sequences using our method as

well as using SfM.
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Fig. 5. Flight paths (Vicon-Lab sequences). For each sequence, the flight paths computed using proposed method and using offline

SfM are visualized along with the ground truth trajectories. Please refer to Section 6.2 and Table 2 for the details.
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Table 2 summarizes the results of the ground truth eva-

luation on the Vicon-Lab sequences. The percentage of

images for which a 6-DoF pose estimate was successfully

computed ranged from 89% to 95% for the EVAL-a, b and

c sequences respectively. The mean position and orientation

errors ranged between 5.6 and 10.8 cm and 1.6� and 2.7�
respectively. On the EVAL-SC-a, b and c sequences, where

scene geometry was intentionally modified, the success rate

of our method fell to 87%, 85% and 69%, respectively, but

the mean position error and orientation errors were in the

range of 7.6–9.4 cm and 1.7–4.0�, respectively, which is

reasonably low. Figure 6 shows detailed plots for (EVAL-

b), the longest evaluation sequence in this set. Specifically,

Figure 6 (e,f) shows a comparison of the error histograms

obtained using our method and offline SfM. The fact that

these error distributions are quite similar and concentrated

around zero reaffirms the overall high accuracy achieved

using our method. See Multimedia Extension 1 for a video

of our system in action.

6.3. Experiments on indoor datasets

We next evaluated our method in the LAB scene. In this

case, the reconstructed map had a higher degree of comple-

teness and even small objects were well represented in the

3D point cloud. The localization success rates for the four

sequences that were tested- WALK1, WALK2, FLIGHT1 and

FLIGHT2, were quite high (99.5% – 100%) and further

details about these experiments are reported in Table 3.

Extensions 2 and 3 show real-time screen capture of our

system running on these sequences.

To analyze accuracy, we compared our pose estimates

on LAB-WALK1 with the offline SfM reconstruction

(obtained from the same images) by treating it as a substi-

tute for ground truth. This is reasonable since our SfM

pipeline was shown to be quite accurate in the ground truth

evaluation (see Section 6.2). The map was scaled to real-

world dimensions using known distances between scene

landmarks. Figure 7 plots the position error for the LAB-

WALK1 sequence along with other relevant statistics. The

mean position and orientation errors were 5.1 cm and 1.7�,

respectively.

The evaluation on the 2-minute-long WALK2 sequence

highlights the ability of our system to continuously localize

the camera in all sections of the room which is 8 m × 5

m in size. The effectiveness of our method can be seen in

Extension 3 which also demonstrates the robustness of pro-

posed method to large viewpoint and lighting change. We

also used this sequence to demonstrate the application of

semantic localization. For this task, 28 scene objects in the

LAB scene were annotated offline as described in Section 5.

The accuracy and robustness of the instance recognition is

best seen in the video extension. Figure 8 shows a few

screenshots of the real-time system and relevant statistics

involving online localization are plotted with respect to

time on the complete sequence.

We also tested our method on the larger HALL scene

which contains a narrow corridor, multiple doors, several

textureless walls and multiple chairs with similar appear-

ance. The relatively fewer discriminative visual features in

this scene makes 2D-to-3D matching more challenging

than in the other indoor scenes. Figure 9(a) shows a chal-

lenging input frame where the camera is moving from one

room into another (see also Extension 4). All frames from

all the four test sequences were successfully localized using

our approach at frame-rates exceeding 30 Hz (see Table 3).

Figure 9(b) shows a visualization of the estimated camera

trajectories overlaid in a top-view of the map.

6.4. Experiments on outdoor datasets

Figure 10 shows the camera trajectories estimated by our

method and those obtained using offline SfM on the two

OUTDOOR sequences (see also Extension 5). The high accu-

racy of our method can be qualitatively judged from the fact

that the two trajectories appear to be well aligned in both

cases.

Since these sequences do not have ground truth data, we

analyze the accuracy of our pose estimates by quantita-

tively comparing them with the results obtained using off-

line SfM, after the coordinate systems were aligned using

the same method mentioned in Section 6.2. Using coarse

estimates of scene dimensions to approximately scale the

camera trajectories to their true dimensions, we estimated

the mean position error in both sequences to be less than

15 cm. The mean orientation error, which does not depend

on the knowledge of scene dimensions was found to be less

than 1.6�. It is worth noting that according to Dong et al.

(2009), the system based on PTAM (Klein and Murray,

2007), failed on both these sequences due to fast camera

motion, even when it was configured to run at 5 frames per

second which is considerably slower than real-time.

6.5. Timings

A single-threaded C++ implementation of our algorithm

runs at an average frame-rate exceeding 30 Hz on all our

datasets, on a laptop with an Intel Core 2 Duo 2.66 GHz

processor running Windows 7. The mean timings per frame

varied from 23 to 37 ms on all our evaluation sequences as

reported in Tables 2 and 3. For frames, where either global

or guided matching computation was invoked, the mean

timings varied between 27 and 40 ms. Figures 7 and 8 pro-

vide some insight into how our efficient 2D-to-3D match-

ing approach lowers the processing overhead for frames in

which guided matching computation must be performed.

Specifically, Figure 8(i) shows that for the LAB-WALK2

sequence that was over 2 minutes long, our system took

75 ms in the first frame, 40–55 ms for relocalization when

it lost track, and the average processing time was 18 ms.

In comparison, the method proposed by Dong et al.

(2009) was reported to run at 6 Hz on a single core and
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Fig. 6. Results on Vicon-Lab EVAL-b. (a) 3D visualization of camera trajectories (our method in blue, offline SfM in green and

ground truth in red). (b) Plots (top to bottom) show various relevant statistics related to the performance of our localization approach

on the full sequence. (c, d) Quantitative evaluation of position coordinates (x, y, z) and orientations (roll, pitch and yaw), respectively,

estimated by our method and offline SfM. (e, f) Distribution of position and orientation error, respectively, from the two methods.
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20 Hz using four cores on a modern CPU. Based on our

timings on the sequences they provide, our method appears

to be at least fives times faster than their single-threaded

implementation.

To test the feasibility of our method for onboard deploy-

ment on a quadrotor MAV, we ran our implementation on a

Fit-PC2i (Compulab, 2011), an off-the-shelf compact com-

puter that weighs less than 350 g and consumes only 10 W

power at full load. It was equipped with an Intel Atom

Z550 2 GHz CPU, 2 GB RAM and a 64 GB SSD drive.

Nowadays, modern MAVs are often equipped with faster

onboard computers (Meier et al., 2012) but the Fit-PC2i

configuration seemed a good match for most modest

onboard computers that are in use these days.

Our algorithm runs at about 12 Hz on the Fit-PC2i. It

was tested on the LAB-FLIGHT1 and LAB-FLIGHT2 sequences.

The success rate of localization on these two sequences was

100% and 98.5%, respectively. Although our experiments

on the Fit-PC2i were simulated on pre-captured 30 Hz

video, we simulated a 12 Hz input stream by dropped the

requisite number of frames depending on the processing

time of the current frame. The frame-rates we obtained are

comparable with the 5–10 Hz onboard visual SLAM system

(Klein and Murray, 2007) used for vision-based position

control (Achtelik et al., 2011). These preliminary experi-

ments indicate that if combined with an IMU, our method is

viable for autonomous aerial navigation in areas larger and

more complex than what has been tackled before (Blosch

et al., 2010; Achtelik et al., 2011; Meier et al., 2012).

6.6. Failure cases

Although we have demonstrated that robust and accurate

monocular image-based localization is feasible in real-time,

our system currently cannot localize the camera when

observing parts of the scene that are not well represented in

the map. The low localization rate (69%) on the Vicon-Lab

EVAL-SC-c sequence is primarily due to this reason. In

this case, most of the objects on the cluttered table top have

been removed and our system is often unable to find

enough 2D-to-3D correspondences to reliably compute the

camera pose. This limitation could be addressed by com-

bining the system with an online mapping or visual SLAM

module that will allow the system to better extrapolate

beyond the region already represented well in the map or

model regions that have changed significantly on the fly.

However, extending the map in real-time for large

scenes creates several interesting challenges for online

mapping. Specifically, one of the challenge will be compu-

tationally efficient online algorithms for indexing new fea-

ture descriptors. This will be required to enable accurate

2D-to-3D matching in regions of the map that are modeled

on the fly. Extending the algorithm to model changes in the

geometry and appearance of the scene is an important issue

that must be tackled for practical deployment of image-

based localization systems. These are clearly issues that

need to be addressed in future work.

7. Conclusions

In this paper, we have proposed a new approach for

real-time, image-based 6-DoF localization using a single

camera, in scenes reconstructed in advance using a SfM

technique. Our algorithm efficiently combines 2D keypoint

tracking in video with direct 2D-to-3D matching, without

the computational burden of having to extract scale-

invariant features during online localization. Our method
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Fig. 7. LAB-WALK1 sequence (237 frames). Top: The number of detected keypoints, the number of tracked keypoints and the number

of keypoints with 2D–3D matches are shown. Middle: The red curves shows the per-frame processing time. Frames where guided

matching or global matching is computed are shown with gray and tall black bars (at the first frame) respectively. Bottom: The per-

frame error in position (in centimeters) and orientation (in degrees). The evaluation methodology is explained in Section 6.3. The

maximum position error (within an 8 m × 5 m room) occurs when relatively fewer 3D points are being tracked, but this error

becomes smaller as the system starts tracking more 3D points.
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Fig. 8. Lab results (WALK2 sequence). (a–d) Camera pose estimated for four selected frames from a long hand-held sequence

containing 3793 frames. The estimated trajectory (blue) is overlaid on a top-view rendering of the map. (e–h) The corresponding input

frames with tracked features and annotations of object instances recognized in these frames. See multimedia Extension 3 for the

system in operation. (i) The top plot shows the number of candidate keypoints per frame, the number of tracked 2D keypoints and the

number of tracked 3D points in the map. The bottom plot displays per-frame timings (in milliseconds) and the short–gray and tall–

black bars indicate the frames in which guided matching and global matching computation was performed. Tracking was lost twice

around f1800 and once around f3500 requiring relocalization. In spite of the lower tracking efficiency between frames f2000–f2200 and

f2800–f3500, when relatively fewer keypoints were detected (in a dark corner of the room), the camera was consistently localized.

Fig. 9. HALL-WALK sequences. Left: A frame from the WALK3 sequence and the corresponding camera pose estimate shown in the

top-view of the map (inset). Right: Computed trajectories of the camera in the corridor (WALK1–2), and entering the room through

different doors (WALK3–4). Our approach worked well in this large-scale scene (approximately 30 m × 12 m) despite the presence of

many ambiguous and confusing features. See Multimedia Extension 4 for further information.
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exploits spatio-temporal coherence, invoking expensive

feature matching computations infrequently and in a

distributed fashion over a temporal window. Our implemen-

tation can process 640 × 480 video faster than video-rate

on a modest laptop and an extensive quantitative evaluation

suggests that the approach can be accurate in both indoor

and outdoor settings. Our preliminary experiments have

also shown that it can be feasible for onboard computation

on a MAV and could have interesting applications in auton-

omous robot navigation and semantic localization.
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Notes

1. The distance is computed in the appropriate pyramid level.

2. Each point could be present in multiple overlapping clusters.

3. Computed with bitwise XOR followed bit-counting

using the parallel bit-count algorithm, see

http://graphics.stanford.edu/~seander/bithacks.html.

4. See http://icsl.snu.ac.kr/~hyonlim/ijrr2014/
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Appendix: Index to Multimedia Extensions

Archives of IJRR multimedia extensions published prior to

2014 can be found at http://www.ijrr.org, after 2014 all

videos are available on the IJRR YouTube channel at http://

www.youtube.com/user/ijrrmultimedia

Table of Multimedia Extensions

Extension Media type Description

1 Video Video of evaluation sequences in
the Vicon-Lab environment.

2 Video Video of localization on the
FLIGHT2 sequence in the LAB

environment.
3 Video Video of semantic localization

on WALK2 sequence in the LAB

environment.
4 Video Video of localization results

from four sequences in the HALL

environment.
5 Video Video of localization on outdoor

sequences captured by Dong et
al. (2009).
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